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link, stream-of-consciousness

https://deployedgpt.slack.com/archives/C056NTG6ED7/p1684345891542939
https://deployedgpt.slack.com/archives/C057ZQ44XAM/p1684345897585859


Frank Chen (not bot)

Builds tools + services that make developer’s lives simpler, more 
pleasant, and more enjoyable at Slack.
AI has been an interesting tool in the past. More leverage than ever 
now.

🐦@frankc · frankc.net/ai-entered-chat



Deep Blue to Advanced (Centaur) Chess
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link

https://historyofinformation.com/detail.php?entryid=4724


AI Advances (nearly every day)
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All examples from last week



Foundational ideas: ReAct + MRKL
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arxiv

https://arxiv.org/abs/2210.03629


Foundational ideas: ReAct + MRKL
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arxiv

https://arxiv.org/abs/2205.00445


Terminology (borrowing from Langchain)
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https://github.com/hwchase17/langchain



Agents (10000’ view)

• Langchain. First large toolkit in space – connects LLM to tools and 
memory with agents.

https://github.com/hwchase17/langchain

• AutoGPT. Goals often more open ended. Retrieval over intermediate 
steps (vs langchain - passed full list)

https://github.com/Significant-Gravitas/Auto-GPT

• BabyAGI. Initial code <150 LOC. Separate planning + execution 
https://github.com/yoheinakajima/babyagi/
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https://github.com/hwchase17/langchain
https://github.com/Significant-Gravitas/Auto-GPT
https://github.com/yoheinakajima/babyagi/


Interactive Simulacra of Human Behavior
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arxiv
heroku

https://arxiv.org/abs/2304.03442
https://reverie.herokuapp.com/arXiv_Demo/


Emergent social behaviors
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Plans + perceptions + reflections
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The retrieval function scores all memories as a weighted combination of the three elements: 𝑠𝑐𝑜𝑟𝑒 = 
𝛼𝑟𝑒𝑐𝑒𝑛𝑐𝑦 · 𝑟𝑒𝑐𝑒𝑛𝑐𝑦 + 𝛼𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 ·𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 +𝛼𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 ·𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒. 



Vector Databases for retrieval

• Defn: Vector databases are databases that are optimized for storing 
and querying high-dimensional vector data, such as embeddings 
generated by machine learning models. They enable efficient 
similarity search and clustering, as well as real-time retrieval of 
nearest neighbors.
• Pinecone
• ChromaDB
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Today’s trolley problem
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https://theconversation.com/the-self-driving-trolley-problem-how-will-future-ai-systems-make-the-most-ethical-choices-for-all-of-us-170961



Privileged ←→ unprivileged agents
• Prompt injection is a vulnerability that exists 

when a crafted prompt is concatenated with 
untrusted input from a user.

• Prompt injection can lead to a variety of 
serious problems, including rogue assistants, 
search index poisoning, and data exfiltration 
attacks.

• One way to partially protect against prompt 
injection is to make the generated prompts 
visible to users and to keep users in the loop 
when an assistant is about to take an action 
that might be dangerous. It is also important 
to help developers understand the problem 
and to ask how prompt injection is being 
taken into account in new applications built 
on top of LLMs.

• The Dual LLM pattern is a method for building 
safe AI assistants that can resist prompt 
injection vulnerabilities.

• The pattern involves using two LLM instances, 
one privileged and one quarantined, that 
work together and are tightly controlled to 
prevent untrusted content from reaching the 
privileged LLM.

• The pattern is complex and comes with 
limitations, but it provides a way to build AI 
assistants that can be trusted with private 
data and sensitive tools.
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https://simonwillison.net/2023/Apr/14/worst-that-can-happen/ https://simonwillison.net/2023/Apr/25/dual-llm-pattern/

https://simonwillison.net/2023/Apr/14/worst-that-can-happen/


Thank you!
The potential for LLMs and generative AI agents to transform the way we work is vast, 
but it's important to consider the challenges and opportunities they present.

Learnings:
• Memories are not created equal (useful to weight retrievals)
• Find right interface for the tool (not everything is chat)
• Leverage multiple agents and understand trade offs
• Lots of open questions!

FrankBot and I will take questions now
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